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Introduction

Hydrogen bonding plays an important role in the formation
of DNA base pairs[1] and has, therefore, been the subject of
several theoretical studies.[2,3] Previously, we have shown
that the generalized gradient approximation (GGA) of den-
sity functional theory (DFT) is an efficient alternative to
conventional ab initio theory for accurately describing the
hydrogen bonds involved in Watson–Crick base pairs (ade-
nine–thymine (AT) and guanine–cytosine (GC), see
Scheme 1).[2] Quantitative bond analyses in the framework
of Kohn–Sham DFT[4] revealed that the contribution of oc-
cupied–virtual orbital interactions to the Watson–Crick hy-
drogen bonds is of the same order of magnitude as electro-

static interactions.[2a,c,e–g] Based on an atoms-in-molecules
(AIM) analysis, Poater et al. arrived at a similar result for
singly hydrogen-bonded model complexes.[3i] Our analyses
contrast, however, with any approach in which a bond-
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Scheme 1. Structure and simplified model of substituted Watson–Crick
pairs GX8CY6.
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energy decomposition is carried out at the Hartree–Fock
level of ab initio theory.[3j] The larger electrostatic attraction
in Hartree–Fock is an artifact caused by the too diffuse elec-
tron density of the DNA bases (and the base pair) due to
the complete absence of Coulomb correlation at this level of
theory.[4] The importance of including electron correlation in
ab initio studies of DNA base pairs was recently pointed out
in a detailed study by Sponer et al.[3k]

The orbital-interaction component that we find, mostly
originates from donor–acceptor orbital interactions of lone
pairs on nitrogen and oxygen atoms of one DNA base with
empty N�H s* orbitals of the other base. Replacing N�
H···O and N···H�N hydrogen bonds by N�H···F and N···H�
C, respectively, leads to an elongation and weakening of
these hydrogen bonds, because the fluorine atom and H�C
bond are less polar, and they have lower-energy lone-pair
and higher-energy s* orbitals, respectively, than the carbon-
ylic oxygen and H�N bond, which results in less stabilizing
electrostatic and orbital interactions.[2e,f]

In the present study, we investigate the effect on the hy-
drogen bonding in GC if anionic, neutral, or cationic sub-
stituents are introduced at the X8 and Y6 positions. This is
illustrated in Scheme 1, which shows the structure of our
model systems as well as a simplified representation that
will be used later on in this paper. In particular, we analyze
how the hydrogen-bond lengths, strength, and bonding

mechanism is affected by replacing the hydrogen atoms H8
and/or H6 in the natural guanine and cytosine bases, respec-
tively, by the substituents NH� , NH2, NH3

+ (N series), O� ,
OH, or OH2

+ (O series), see Scheme 1. Our computations
are carried out with the Amsterdam density functional
(ADF) program at the BP86/TZ2P level of theory.[4,5]

The above serves to lay a foundation for the design of ar-
tificial DNA bases with the purpose of tuning the bonding
capabilities, that is, to make them stronger or weaker as de-
sired. In the long term, this is of relevance for applications
in, for example, supramolecular chemistry[6] and antisense
technology.[7] We also compare our results with those ob-
tained by Kawahara et al.[8] at the MP2//HF level. It will be
demonstrated that, in principle, a chemically controlled,
supramolecular switch can be built based on the DNA pair
GC. This switch can be moved between three different
states of hydrogen-bond strength and geometrical shape,
simply by protonation or deprotonation of substituents.

Computational Methods

General procedure : All calculations were performed using
the Amsterdam density functional (ADF) program devel-
oped by Baerends and others.[5] The numerical integration
was performed using the procedure developed by te Velde
et al.[5g,h] The molecular orbitals (MOs) were expanded in a
large uncontracted set of Slater-type orbitals (STOs) con-
taining diffuse functions: TZ2P (no Gaussian functions are
involved).[5i] The basis set is of triple-z quality for all atoms
and has been augmented with two sets of polarization func-
tions, that is, 3d and 4f on C, N, and O atoms, and 2p and 3d
on H atoms. The 1s core shells of carbon, nitrogen, and
oxygen atoms were treated with the frozen-core approxima-
tion.[5c] An auxiliary set of s, p, d, f, and g STOs was used to
fit the molecular density and to represent the Coulomb and
exchange potentials accurately in each self-consistent field
cycle.[5j]

Equilibrium structures were optimized by using analytical
gradient techniques.[5k] Geometries and energies were calcu-
lated at the BP86 level of the generalized gradient approxi-
mation (GGA): exchange is described by the Slater Xa po-
tential[5l] with nonlocal corrections due to Becke[5m,n] added
self-consistently, and correlation is treated in the Vosko–
Wilk–Nusair (VWN) parameterization,[5o] with nonlocal cor-
rections due to Perdew[5p] added, again, self-consistently
(BP86).[5q]

Bond-energy analysis : The overall bond energy DE is made
up of two major components [Eq. (1)]:

DE ¼ DEprep þ DEint ð1Þ

In this formula, the preparation energy DEprep is the amount
of energy required to deform the separate bases from their
equilibrium structure to the geometry that they acquire in
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the pair. The interaction energy DEint corresponds to the
actual energy change when the prepared bases are combined
to form the base pair. It is analyzed in the hydrogen-bonded
model systems in the framework of the Kohn–Sham MO
model using a decomposition of the bond into electrostatic
interaction, exchange repulsion (or Pauli repulsion), and (at-
tractive) orbital interactions [Eq. (2)].[4,9, 10]

DEint ¼ DVelstat þ DEPauli þ DEoi ð2Þ

The term DVelstat corresponds to the classical electrostatic in-
teraction between the unperturbed charge distributions of
the prepared (i.e., deformed) bases and is usually attractive.
The Pauli repulsion DEPauli comprises the destabilizing inter-
actions between occupied orbitals and is responsible for the
steric repulsion. The orbital interaction DEoi in any MO
model, and therefore also in Kohn–Sham theory, accounts
for charge transfer (i.e. , donor–acceptor interactions be-
tween occupied orbitals on one moiety with unoccupied
orbitals of the other, including the HOMO–LUMO
interactions) and polarization (empty/occupied orbital
mixing on one fragment due to the presence of another frag-
ment).

Because the Kohn–Sham MO method of DFT in principle
yields exact energies and, in practice, with the available den-
sity functionals for exchange and correlation, rather accu-
rate energies, we have the special situation that a seemingly
one-particle model (an MO method) in principle completely
accounts for the bonding energy. In particular, the orbital-
interaction term of the Kohn–Sham theory comprises the
often-distinguished attractive contributions, namely, charge
transfer, induction (polarization), and dispersion. One could
in the Kohn–Sham MO method try to separate polarization
and charge transfer, as has been done by Morokuma in the
Hartree–Fock model, but this distinction is not sharp. In
fact, contributions such as induction and charge transfer,
and also dispersion, can be given an intuitive meaning, but
whether, or with what precision, they can be quantified, re-
mains a controversial subject. In view of the conceptual dif-
ficulties, we refrain from further decomposing the KS orbi-
tal-interaction term, except by symmetry (see below). We
have observed that the orbital interactions are mostly of the
donor–acceptor type (N or O lone pair on one moiety with
N�H s* orbital of the other), and we feel it is therefore jus-
tified to denote the full orbital-interaction term for brevity
just as “charge-transfer” or “covalent” contribution, as op-
posed to the electrostatic and Pauli repulsion contributions.
However, the straightforward denotation “orbital interac-
tion” avoids confusion with the charge-transfer energy,
which features in other elaborate decomposition schemes[11]

that also give rise to induction and dispersion contributions.
We do not attempt to quantify such contributions, but com-
bine them in the Kohn–Sham orbital interaction.

The orbital-interaction energy can be decomposed into
the contributions from each irreducible representation G of
the interacting system [Eq. (3)] using the extended transi-
tion-state (ETS) scheme developed by Ziegler and Rauk:[10]

DEoi ¼
X
G

DEG ð3Þ

Note that our approach differs in this respect from the Mo-
rokuma scheme,[9] which instead attempts a decomposition
of the orbital interactions into polarization and charge trans-
fer). In systems with a clear s, p, or A’, A’’ separation (such
as our DNA base pairs), the above symmetry partitioning
proves to be most informative.

Analysis of the charge distribution : The electron-density dis-
tribution was analyzed using the Voronoi deformation densi-
ty (VDD) method.[12] The VDD charge QA was computed as
the (numerical) integral of the deformation density D1(r) =

1(r)�
P
B

1B(r) associated with the formation of the mole-

cule from its atoms over the volume of the Voronoi cell of
atom A [Eq. (4)]. The Voronoi cell of atom A is defined as
the compartment of space bound by the bond midplane
on and perpendicular to all bond axes between nucleus A
and its neighboring nuclei (cf. Wigner–Seitz cells in crys-
tals).[13]

QA ¼ �
Z

Voronoi cell A

ð1ðrÞ�
X
B

1BðrÞÞdr ð4Þ

Here, 1(r) is the electron density of the molecule andP
B

1B(r) the superposition of atomic densities 1B of a ficti-

tious promolecule without chemical interactions, which is as-
sociated with the situation in which all atoms are neutral.
The interpretation of the VDD charge QA is rather straight-
forward and transparent. Instead of measuring the amount
of charge associated with a particular atom A, QA directly
monitors how much charge flows, due to chemical interac-
tions, out of (QA>0) or into (QA<0) the Voronoi cell of
atom A, that is, the region of space that is closer to nucleus
A than to any other nucleus.

Results and Discussion

Assessment of the approach : The results of our BP86/TZ2P
study on the formation of the natural and substituted
Watson–Crick pairs GX8CY6 are summarized in Table 1 (ge-
ometries and bond energies), Table 2 (bond-energy decom-
position), and Figures 1 (geometry), 2 and 3 (atomic charg-
es), and 4 (orbital electronic structure). Cartesian coordi-
nates of the equilibrium geometries of all species that occur
in this work are provided in the Supporting Information.
The nomenclature that we use is illustrated in Scheme 1. We
use the letters G and C for the natural DNA bases guanine
and cytosine and indicate with a superscript the substitutions
of the atoms X8 and Y6 in the bases. Thus, GH8CH6 repre-
sents the natural Watson–Crick pair GC whereas
G(NH2)8C(NH2)6 refers to a guanine–cytosine complex in which
guanine H8 and cytosine H6 have been replaced by amino
groups.
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The choice for the BP86 density functional[5m–p] and the
TZ2P basis set is based on our previous investigation[2b] of
the performance of various GGA density functionals and
basis sets for the AT and GC Watson–Crick base pairs, in
which it was shown that BP86/TZ2P agrees excellently with
experimental data. This was also confirmed in a more recent
study on mismatches[2d] of DNA bases and artificial mim-
ics[2e–g] of Watson–Crick pairs involving N�H···F and N···H�
C hydrogen bonds. In the present study, we have optimized
all isolated DNA bases in C1 symmetry without any geome-
try restriction, whereas all DNA base pairs have been opti-
mized and analyzed in Cs symmetry. We have verified that it
is valid to impose this symmetry: optimization of the base
pairs in C1 symmetry, with amino groups substituted at the
X8 position of guanine and/or the Y6 position of cytosine,
starting from structures with slightly pyramidal amino
groups, yields base pairs with amino groups involved in hy-
drogen bonds being planar and amino substituents being
pyramidal. The hydrogen-bond lengths in C1-symmetric base
pairs differ by less than 0.01 O and the hydrogen-bond ener-
gies are slightly stronger, that is, by 1.68, 0.39, and 2.20 kcal
mol�1 for G(NH2)8C, GC(NH2)6, and G(NH2)8C(NH2)6, respectively,
if compared with the corresponding base pairs optimized in
Cs symmetry (compare the DE values in Tables 1 and 2).
The slight strengthening in hydrogen-bond energies, if one
goes from Cs- to C1-optimized base pairs, originates from
the stabilization that is associated with the geometric relaxa-
tion of the amino substituents from a planar to a pyramidal
structure, and not to differences in the Watson–Crick hydro-
gen bonding between the DNA bases. For the separate
bases G(NH2)8 and C(NH2)6, the energy gain associated with al-
lowing the amino substituents to relax from a planar to a
pyramidal geometry amounts to 1.36 and 0.33 kcalmol�1, re-
spectively. Note that this stabilization associated with pyra-
midalization of the amino substituents in the separate DNA
bases is not very different from that for the corresponding
singly-substituted Watson–Crick pairs G(NH2)8C and GC(NH2)6.

For the hydroxyl and the charg-
ed substituents, optimization of
the base pairs in C1 symmetry,
starting from structures with
slightly pyramidal amino
groups, again yields, within the
numerical precision, the Cs-
symmetric structures mentioned
above (hydrogen-bond distan-
ces and energies differ by less
than 0.01 O and 0.1 kcalmol�1,
respectively). It is therefore jus-
tified to carry out the bond-
energy analysis in Cs symmetry,
which enables us to quantita-
tively separate the orbital inter-
actions occurring in the s- and
p-electron systems [see
Eq. (3)].

In our previous work on nat-
ural Watson–Crick pairs,[2b] mismatches of DNA bases,[2d]

and the artificial mimic AF,[2e–g] we have shown that hydro-
gen-bond lengths optimized at the Hartree–Fock (HF) level
are up to 0.25 O longer than those optimized at the BP86/
TZ2P level, while geometry optimization at the MP2 level
agrees significantly better with our DFT approach. The
latter is nicely reconfirmed by a comparison of our BP86/
TZ2P values for the hydrogen-bond distances O6�N4, N1�
N3, and N2�O2 in GC (2.73, 2.88, and 2.87 O, respectively)
and those obtained recently by Sponer et al.[3k] at the RI-
MP2/cc-pVTZ level (2.75 O, 2.90 O, and 2.89 O, respective-
ly): again, the two approaches agree remarkably well. Here
we arrive at a similar result for G(NH2)8C and GC(NH2)6 which,
to the best of our knowledge, are the only of our model
base pairs that have been investigated in an earlier theoreti-
cal study. For G(NH2)8C, for example, Kawahara et al.[8] found
O6�H4, N1�H3, and H2�O2 distances of 1.90, 2.05, and
2.01 O, respectively, at HF/6-31G(d,p), which are up to
0.26 O longer than our BP86/TZ2P values of 1.64, 1.84, and
1.87 O, respectively (not shown in Table 1). Note that the
model systems of Kawahara et al.[8] and ours differ: Kawa-
hara et al. use DNA bases that are methylated at purine-N9
and pyrimidine-N1 positions whereas our DNA bases carry
a hydrogen atom at these positions. We have shown,[2a,b]

however, that introducing methyl groups at purine-N9, pyri-
midine-N1, and at pyrimidine-C5 (i.e., replacing uracil (U)
by T) affects hydrogen-bond distances by 0.01 O or less, that
is, by much less than the effect of 0.26 O discussed above.
This effect must therefore be attributed to the difference in
quantum chemical methods, in particular, to the notorious
tendency of Hartree–Fock theory to underestimate hydro-
gen-bond strengths and to overestimate hydrogen-bond dis-
tances.

Our BP86 bond energies agree excellently with the BSSE-
corrected ab initio bond energies obtained by Kawahara
et al.[8a] at MP2/6-31+G(2d’,p’)//HF/6-31G(d,p) (see Table 3
in ref. [8a]). For GC, G(NH2)8C, and GC(NH2)6 our DFT results

Table 1. Hydrogen-bond lengths (in O) and energies DE (in kcalmol�1) in GX8CY6.[a]

X8 Y6 O6···H4�N4 N1�H1···N3 N2�H2···O2 DE

H H 2.73 2.88 2.87 �26.06
NH2 NH2 2.73 2.87 2.87 �25.65[b] (�23.45[a])
OH OH 2.73 2.88 2.85 �25.57
NH� H 2.60 2.90 3.00 �22.70
NH2 H 2.70 2.88 2.90 �25.64[b] (�23.96[a])
NH3

+ H 2.82 2.83 2.75 �34.06
O� H 2.58 2.91 3.01 �22.04
OH H 2.72 2.88 2.87 �25.94
OH2

+ H 2.84 2.84 2.73 �34.60
H NH� 2.88 2.82 2.67 �37.02
H NH2 2.75 2.87 2.85 �26.15[b] (�25.76[a])
H NH3

+ 2.58 2.91 3.05 �23.62
H O� 2.87 2.83 2.67 �36.21
H OH 2.73 2.88 2.85 �25.75
H OH2

+ 2.56 2.92 3.08 �22.94

[a] Computed at the BP86/TZ2P level with bases in C1 symmetry and base pairs in Cs symmetry unless stated
otherwise. [b] Bases and base pairs computed in C1 symmetry. This full optimization, without symmetry con-
straints, yields (within our quantum chemical approach) the exact bond energies for systems involving amino
substituents at guanine C8 and/or cytosine C6.
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(bases and pair both optimized in C1 symmetry) are �26.06,
�25.64, and �26.15, respectively, and the MP2 energies
(bases and base pair both optimized in Cs symmetry) are
�26.08, �25.79, and �26.21 kcalmol�1, respectively. There is
also satisfactory agreement for the GC bond energy be-
tween our BP86/TZ2P value of 26.1 kcalmol�1 and the com-
plete-basis-set extrapolated RI-MP2 CBS value of
�28.2 kcalmol�1 for GC, computed by Sponer et al.[3k] The
latter authors also estimated the correction for correlation
effects at the CCSD(T) level to be only �0.6 kcalmol�1

using the 6-31G* basis set.

Substituent effects on geometries and energies : Substituting
hydrogen by a neutral substituent (NH2 or OH) at X8 and
Y6 in the Watson–Crick pair GX8CY6 causes relatively small
changes in hydrogen-bond distances and energies (see
Table 1), which is in agreement with earlier work[2h] on neu-
tral halogen (F, Cl, and Br)-substituted base pairs. The hy-
drogen-bond distances O6···H4�N4, N1�H1···N3, and N2�
H2···O2 in the natural Watson–Crick pair GC are 2.73, 2.88,
and 2.87 O, respectively, and provide a hydrogen-bond
energy DE of �26.06 kcalmol�1 (Table 2; see also
ref. [2a,b]). Introducing one or two neutral substituents at
guanine X8 and/or cytosine X6 has hardly any effect on hy-
drogen-bond distances and the hydrogen-bond energies: the
effects are 0.03 O and 0.5 kcalmol�1 or less, as can be seen
in Table 1. On the other hand, introducing a charged sub-
stituent at guanine X8 or cytosine X6 has quite pronounced
effects: hydrogen bonds contract or expand by up to 0.21 O
and Watson–Crick hydrogen bonds are stabilized or destabi-
lized by as much as 11 kcalmol�1. In the following, we exam-
ine in more detail the substituent effects and trends therein
along X = NH� , NH2, and NH3

+ (N series) and along X =

OH� , OH, and OH2
+ (O series). This corresponds to three

different states of protonation connected through elementa-
ry protonation (from left to right) or deprotonation steps
(from right to left).

First, we inspect the trends along the N and O series in
GX8C, that is, if only guanine carries a substituent X8 while
cytosine is unsubstituted (see Scheme 1 and Table 1). Intro-
ducing a negatively charged amide substituent NH� at X8,
that is, going from GC to G(NH�)8C, causes the Watson–Crick
hydrogen-bond strength DE to decrease from �26.06 to
�22.70 kcalmol�1 while, simultaneously, the O6···H4�N4
bond contracts from 2.73 to 2.60 O and the N1�H1···N3 and
N2�H2···O2 bonds expand from 2.88 to 2.90 O and from
2.87 to 3.00 O, respectively. Next, two successive protona-
tion steps, that is, proceeding along G(NH�)8C, G(NH2)8C and
G(NHþ

3 )8C, have the effect of switching the Watson–Crick hy-
drogen-bond strength from �22.70 (“weak”) to �25.64 (“in-
termediate”) to �34.06 kcalmol�1 (“strong”). This switching
in bond strength is accompanied by a characteristic change
in the geometric shape of the substituted guanine–cytosine
base pair: in the orientation that we use in our illustrations,
keeping guanine fixed, this corresponds to cytosine being
“bent up”, “not bent”, and “bent down” relative to natural
GC. This is schematically illustrated in Figure 1a–c, in which
bases are represented with bold lines, natural hydrogen
bonds by broad dashes, weakened hydrogen bonds by
narrow dashes, and strengthened hydrogen bonds by plain
lines (see also Scheme 1).

The origin of this switching of the geometrical shape is
the step-wise weakening and elongation of the upper hydro-
gen bond O6···H4�N4 together with the step-wise stabiliza-
tion and contraction of the middle and lower hydrogen
bonds N1�H1···N3 and N2�H2···O2, every time a proton is
added to the substituent N8 atom at guanine as we go along
the series G(NH�)8C, G(NH2)8C, and G(NHþ

3 )8C (see Table 1).
Note that the strengthening of the two lower hydrogen
bonds along this series outweighs the weakening of the
upper one as follows from the net increase in Watson–Crick
hydrogen-bond strength. The mechanism and features in the
electronic structure that are behind this substituent-induced
switching will be discussed below.

Table 2. Analysis of the Watson–Crick hydrogen-bond energy DE (in kcalmol�1) in GX8CY6 base pairs.[a]

X8 H NH2 OH NH� NH2 NH3
+ O� OH OH2

+ H H H H H H
Y6 H NH2 OH H H H H H H NH� NH2 NH3

+ O� OH OH2
+

Orbital-interaction decomposition
DEs �29.29 �29.70 �29.71 �37.08 �30.11 �33.15 �40.52 �29.60 �33.03 �41.23 �29.18 �36.12 �40.28 �29.44 �39.65
DEp �4.74 �4.58 �4.71 �8.61 �4.84 �5.73 �7.48 �4.77 �5.75 �6.92 �4.53 �6.87 �6.72 �4.69 �7.48
DEoi �34.04 �34.27 �34.42 �45.69 �34.95 �38.88 �47.99 �34.37 �38.77 �48.15 �33.71 �42.99 �47.00 �34.13 �47.13

Bond-energy decomposition
DEPauli 51.93 52.98 52.92 63.97 53.45 54.93 68.31 52.50 54.30 67.16 51.86 59.04 66.04 52.35 62.85
DVelstat �48.49 �48.87 �49.01 �51.30 �48.88 �54.45 �53.76 �48.72 �54.43 �64.79 �48.89 �47.36 �63.77 �48.82 �48.34
DEPauli+DVelstat 3.43 4.11 3.91 12.67 4.57 0.48 14.54 3.78 -0.12 2.37 2.98 11.68 2.27 3.52 14.52
DEoi �34.04 �34.27 �34.42 �45.69 �34.95 �38.88 �47.99 �34.77 �38.77 �48.15 �33.71 �42.99 �47.00 �34.13 �47.13
DEint �30.61 �30.17 �30.51 �33.02 �30.38 �38.40 �33.45 �30.58 �38.90 �45.77 �30.73 �31.31 �44.73 �30.61 �32.62
DEprep 4.54 6.72 4.94 10.32 6.42 4.34 11.41 4.64 4.30 8.75 4.97 7.69 8.52 4.86 9.68
DE �26.06 �23.45 �25.57 �22.70 �23.96 �34.06 �22.04 �25.94 �34.60 �37.02 �25.76 �23.67 �36.21 �25.75 �22.94

%DEoi
[b] 41.2 41.2 41.3 47.1 41.7 41.7 47.2 41.4 41.6 42.6 40.8 47.6 42.4 41.1 49.4

[a] Computed at BP86/TZ2P with bases in C1 symmetry and base pairs in Cs symmetry. See also Table 1 for DE of GX8CY6 with X8, Y6 = NH2. [b] Per-
centage DEoi of all attractive forces (i.e., DVelstat+DEoi).
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The same trends in hydrogen-bond strength and molecu-
lar shape emerge in an even more pronounced manner
along the O series, from X8 = OH� to OH to OH2

+ (see
Table 1). Thus, going in two successive protonation steps
from G(O�)8C to G(OH)8C to G(OHþ

2 )8C, the Watson–Crick hy-
drogen-bond energy DE is strengthened from �22.04
(“weak”) to �25.94 (“intermediate”) to �34.60 kcalmol�1

(“strong”) while simultaneously, in the orientation we use in
our illustrations, the cytosine base is bending downwards
from “bent up” to “not bent” to “bent down”, as shown
schematically in Figure 1a–c.

On the other hand, introduction of the same N and O
series of substituents at the other DNA base, that is, at cyto-
sine C6 in GCY6, induces substituent effects and trends
therein that run counter to the substituent effects at guanine
C8 (see Scheme 1 and Table 1). Thus, along GC(NH�)6,
GC(NH2)6 and GC(NHþ

3 )6, the Watson–Crick hydrogen-bond
energy DE is destabilized from �37.02 to �26.15 to
�23.62 kcalmol�1 and also, along GC(O�)6, GC(OH)6 and
GC(OHþ

2 )6, DE is destabilized from �36.21 to �25.75 to
�22.94 kcalmol�1 (see Table 1). In both series this switching
in bond strength from “strong” to “intermediate” to “weak”
is accompanied by a characteristic change in the geometric
shape of the substituted guanine–cytosine base pair: in the
orientation that we use in our illustrations, keeping guanine
fixed, this corresponds to cytosine being “bent down”, “not
bent”, and “bent up” relative to natural GC. This is sche-
matically illustrated in Figure 1d–e (see also Scheme 1).

Apart from the aspect of having a chemically controlled
supramolecular switch, the above results are also interesting
regarding the common idea that ionic hydrogen bonds are
in general stronger than neutral ones.[1b,c,14] Here, we see
that this picture is not true. For example, the positively
charged NH3

+ and OH2
+ substituents behave in conform-

ance with textbook knowledge if they are introduced at gua-
nine C8 in GX8C. Thus, the positively charged ionic Watson–
Crick pairs G(NHþ

3 )8C (DE = �34.06 kcalmol�1) and G(OHþ
2 )8C

(DE = �34.60 kcalmol�1) are indeed approximately 8 kcal
mol�1 more strongly bound than natural GC (DE =

�26.06 kcalmol�1). However, if the same positively charged

substituents are introduced at cytosine C6, the textbook
rules are violated: thus, the positively charged ionic
Watson–Crick pairs GC(NHþ

3 )6 (DE = �23.62 kcalmol�1) and
GC(OHþ

2 )6 (DE = �22.94 kcalmol�1) are about 3 kcalmol�1

more weakly bound than natural GC. Likewise, the nega-
tively charged GC(NH�)6 (DE = �37.02 kcalmol�1) and
GC(O�)6 (DE = �36.21 kcalmol�1) that are some
11 kcalmol�1 more strongly bound than natural GC, con-
form to the textbook idea that ionic hydrogen bonds are
stronger than neutral ones, but this rule is again violated in
G(NH�)8C (DE = �22.70 kcalmol�1) and G(O�)8C (DE =

�22.04 kcalmol�1), which are 3–4 kcalmol�1 more weakly
bound than natural GC.

Origin of the substituent effects : The substituent effects de-
scribed above, in particular the switching of Watson–Crick
hydrogen-bond strength and geometric shape along the N
and O series of substituents, can be understood on the basis
of how the substituents interfere with the electron density
distribution and the orbital electronic structure of the DNA
bases and, thus, how they modify the DNA basesQ hydrogen-
bonding capabilities (see Figures 2–4). The changes in the
bonding can furthermore be monitored through the quanti-
tative decomposition of the hydrogen-bond energy de-
scribed in the section about bond energy analysis (see
Table 2). There are two major mechanisms that reinforce
each other: 1) the effect of the substituents on the electron-
density distribution of the DNA base, in particular, the
charges of the front atoms (i.e., those atoms that are in-
volved in hydrogen bonding), and 2) the effect of the sub-
stituent on the energies of the molecular orbitals of the
DNA base. The former affects the electrostatic attraction
whereas the latter influences the donor–acceptor orbital in-
teractions associated with the hydrogen bonds.

First, we inspect the substituent effects on the front
atomic charges. Figures 2 and 3 show the VDD atomic
charges of isolated (i.e. , noninteracting) DNA bases GX8

and CY6 with neutral and charged substituents. As can be
seen, replacing the hydrogen atom at guanine C8 or cytosine
C6 by a neutral substituent has little effect on the atomic
charges of the front atoms. However, charged substituents
have a much larger effect: the negatively charged substitu-
ents (NH� and O�) inject an excess negative charge into the
DNA bases and cause the hydrogen front atoms (i.e., the
ones that are involved in hydrogen bonding) to become less
positive by up to 62 mau (mau = milli atomic units), which
weakens the electrostatic attraction in the corresponding hy-
drogen bond. Nitrogen or oxygen front atoms, on the other
hand, become more negative by up to 109 mau, which
strengthens the electrostatic attraction in the corresponding
hydrogen bond (see Figures 2 and 3). Positively charged sub-
stituents (NH3

+ and OH2
+) cause the hydrogen front atoms

to become more positive by up to 57 mau, which strengthens
the electrostatic attraction in the corresponding hydrogen
bond. Nitrogen or oxygen front atoms become less negative
by up to 114 mau, which weakens the electrostatic attraction
in the corresponding hydrogen bond (see Figures 2 and 3).

Figure 1. Schematic representation of substituent effects on the Watson–
Crick hydrogen bonds in GC. Note that weak, intermediate, and strong
hydrogen bonding goes with bending cytosine “up”, “not”, and “down”
along a)–c) and d)–f), respectively (see also Scheme 1).
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Thus, along the N series in, for example, the guanine-substi-
tuted GC base pairs GX8C, the electrostatic attraction in the
upper O6···H4�N4 hydrogen bond of the Watson–Crick pair
is weakened whereas the electrostatic attraction in the
middle N1�H1···H3 and lower N2�H2···O2 hydrogen bonds
is strengthened if one goes from the negative NH� via the
neutral NH2 to the positive NH3

+ substituent (this is not im-
mediately clear from the energy decomposition in Table 2;
an explanation for this is provided shortly).

Next, we examine the substituent effects on the orbital
electronic structure of the bases and the consequences
thereof for the donor–acceptor orbital interactions. As will
be seen, the latter play a key role amongst the stabilizing
forces in the hydrogen bonds as well as in the trends in sub-
stituent effects thereon, in line with previous studies.[2c,d,f–h]

Figure 4 shows a simplified MO interaction diagram for nat-
ural GC, in which the repulsive interactions are left out and
only the donor–acceptor interactions are represented (for a
detailed discussion of the orbital interactions in GC see

Figure 2. VDD atomic charges QA (in mau) in isolated GX8 bases with
the geometries they adopt in GC, G(NH2)8C(NH2)6, G(NHþ

3 )8C, G(NH�)8C,
G(OH)8C(OH)6, G(OHþ

2 )8C, and G(O�)8C (see also Scheme 1).

Figure 3. VDD atomic charges QA (in mau) in isolated CY6 bases with the
geometries they adopt in GC, G(NH2)8C(NH2)6, GC(NHþ

3 )6, GC(NH�)6,
G(OH)8C(OH)6, GC(OHþ

2 )6, and GC(O�)6 (see also Scheme 1).

Figure 4. MO interaction diagram for GC Watson–Crick hydrogen bonds
(repulsive interactions left out for clarity, see ref. [2c] for a more com-
plete picture; see also Scheme 1).
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ref. [2c]). Our analyses of the Kohn–Sham orbital electronic
structure of the DNA bases reveal that introducing a neutral
amino or hydroxy substituent hardly affects the orbital ener-
gies: they are shifted by only a few tenths of an electron
volt, similar to what we have found previously for neutral
halogen substituents. The picture completely changes if one
goes to anionic and cationic substituents, which shift the
entire orbital-energy spectrum up and down, respectively, by
3 to 4 eV. Thus, a positively charged substituent causes a
sizeable stabilization of the orbitals of the substituted DNA.
The stabilization of s*N�H acceptor orbitals strengthens the
donor–acceptor orbital interaction that occurs in the corre-
sponding hydrogen bond (because this reduces the orbital-
energy gap with lone-pair donor orbitals of the other base,
see Figure 4). The stabilization of N or O lone-pair orbitals
weakens the orbital interactions that occur in the corre-
sponding hydrogen bond (because this increases the orbital-
energy gap with s*N�H acceptor orbitals of the other base, see
Figure 4). Thus, a substitution with NH3

+ or OH2
+ at gua-

nine X8 promotes weakening and elongation of O6···H4�N4
and strengthening and contraction of both N1�H1···N3 and
N2�H2···O2. The opposite happens in the case of a substitu-
tion with NH3

+ or OH2
+ at cytosine Y6, which promotes

strengthening and contraction of O6···H4�N4 and weaken-
ing and elongation of both N1�H1···N3 and N2�H2···O2. A
negatively charged substituent causes a destabilization of
the orbitals of the substituted DNA base: the destabilization
of s*N�H acceptor orbitals weakens the donor–acceptor orbi-
tal interaction that occurs in the corresponding hydrogen
bond (because this increases the orbital-energy gap with
lone-pair donor orbitals of the other base, see Figure 4)
whereas the destabilization of N or O lone-pair orbitals
strengthens the orbital interactions that occur in the corre-
sponding hydrogen bond (because this decreases the orbital-
energy gap with s*N�H acceptor orbitals of the other base, see
Figure 4). Thus, a substitution with NH� or O� at guanine
X8 promotes strengthening and contraction of O6···H4�N4
and weakening and elongation of both N1�H1···N3 and N2�
H2···O2. The opposite happens in the case of a substitution
with NH� or O� at cytosine Y6, which promotes weakening
and elongation of O6···H4�N4 and strengthening and con-
traction of both N1�H1···N3 and N2�H2···O2.

The changes, described above, in the atomic charges of
the front atoms and orbital energies of the DNA bases
along the anionic, neutral, and cationic substituents in both
N and O series, nicely agree with and explain the observed
trends in hydrogen-bond strengths and geometries. But, at
first sight, there seems to be a discrepancy with the results
of the bond-energy decomposition in Table 2. In particular,
in those instances in which the upper O6···H4�N4 hydrogen
bond is strengthened and the two other ones (N1�H1···N3
and N2�H2···O2) are weakened, we do not always see re-
duced electrostatic attraction DVelstat and reduced orbital in-
teraction DEoi. Instead, these bonding energy terms are
often even stabilized and the reduction in overall hydrogen-
bond energy DE comes from both increased Pauli repulsion
DEPauli and preparation (or deformation) energy DEprep (see

the section on bond-energy analysis for a brief explanation
of these terms and ref. [4] for a more extensive survey). For
example, from X8 = OH to OH2

+ , the Watson–Crick hy-
drogen-bond strength DE in GX8C increases from �25.94 to
�34.60 kcalmol�1 which, as expected, originates from a sub-
stantial strengthening in both the electrostatic attraction
DVelstat (from �48.72 to �54.43 kcalmol�1) and the orbital in-
teractions DEoi (from �34.77 to �38.77 kcalmol�1, see
Table 2). On the other hand, on going from X8 = OH to
O� , the Watson–Crick hydrogen-bond strength DE in GX8C
decreases from �25.94 to �22.04 kcalmol�1. Here this does
not originate from a similar trend in either the electrostatic
attraction DVelstat or the orbital interactions DEoi which, in
both cases, is in fact opposite: DVelstat is stabilized (from
�48.72 to �53.76 kcalmol�1) and so is DEoi (from �30.58 to
�33.45 kcalmol�1). The destabilization of the overall DE is
now entirely contained in the strong increase in Pauli repul-
sion DEPauli (from 52.50 to 68.31 kcalmol�1) and destabiliza-
tion of the preparation (or geometric deformation) energy
DEprep (from 4.64 to 11.41 kcalmol�1).

This seemingly counterintuitive result can be understood
if one realizes that the effects of introducing ionic substitu-
ents are relatively large if compared with the intrinsic
strength of the individual hydrogen bonds in the neutral
Watson–Crick pair (they are much larger than, for example,
the changes that occur along the series X = H, Br, Cl, and
F described previously[2h]). This has two consequences. First,
the stabilization of an individual hydrogen bond due to the
introduction of an ionic substituent is larger than the desta-
bilization of another one. For example, the stabilization of
O6···H4�N4, if one goes from G(OH)8C to G(O�)8C, nearly out-
weighs the combined weakening of N1�H1···N3 and N2�
H2···O2, and the overall weakening in DE is smaller than
the overall strengthening in the case of going from G(OH)8C
to G(OHþ

2 )8C (see Table 2). Secondly, the substantial changes
that the ionic substituents initially cause in the individual
components of the hydrogen-bond energy DE also induce
substantial geometric changes. These changes in the geome-
try are the result of achieving a new balance between the
stabilizing and destabilizing forces and they can and do, in
turn, modify the individual components of DE. For example,
if one goes from G(OH)8C to G(O�)8C, the initial increase in
donor–acceptor orbital interactions between the guanine O6
lone-pair orbital 21s and the cytosine s*N�H acceptor orbitals
17s to 21s causes the corresponding O6···H4�N4 hydrogen
bond to contract and, in addition (see Table 1), it leads to a
substantial elongation of the cytosine H4�N4 bond from
1.06 to 1.11 O (values not shown in Table 1). Note that the
latter is indicative of an increased tendency towards proton
transfer from cytosine N4 to guanine O6 (which however
does not occur in our model systems). Both these geometry-
relaxation effects further increase DEoi owing to 1) the in-
crease in overlap integrals that goes with hydrogen-bond
contraction and 2) the reduction in the HOMO–LUMO gap
as the N�H antibonding s*N�H acceptor orbitals on cytosine
go down in energy due to H4�N4 bond lengthening (values
not shown in Table 2). The contraction of the O6···H4�N4
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hydrogen bond from G(OH)8C to G(O�)8C also yields an in-
crease in Pauli repulsion DEPauli (see Table 2). The substan-
tial elongation of the cytosine H4�N4 bond, finally, is associ-
ated with (or, occurs at the cost of) an increased preparation
or geometric deformation energy DEprep (see Table 2). The
importance, in general, of accounting for geometric relaxa-
tion and the role of achieving balance between repulsive
and attractive forces in a bond, was recently pointed out
and exemplified in the context of simple organic and inor-
ganic molecules (e.g., C2H6, NH4

+).[15]

The above features in the bonding mechanism lead to yet
another interesting phenomenon: an unusually high extent
of covalency or orbital interactions in the weakest of a
series of Watson–Crick hydrogen bonds. As discussed in the
introduction, we have already previously shown that orbital
interactions DEoi contribute to approximately 40% of all
bonding forces (i.e. , DVelstat+DEoi) and are therefore in the
same order of magnitude as electrostatic attraction. Here,
we find that the percentage of orbital interactions increases
to nearly 50% and, thus, virtually achieves the same magni-
tude as electrostatic attraction. Interestingly, this unusually
high contribution of orbital interactions always occurs in
those Watson–Crick pairs that have an anionic substituent at
guanine-C8 or a cationic one at cytosine-C6, that is, in those
DNA pairs that have a reduced Watson–Crick complexation
energy. This finding of a stronger orbital-interaction compo-
nent in the weaker Watson–Crick pairs falsifies the general
idea[1b,c,14] that stronger hydrogen bonds have a larger cova-
lent contribution to the bonding than weaker hydrogen
bonds. However, as explained above, in the equilibrium
structures of these ionically substituted Watson–Crick pairs,
the actual interaction energy DEint has been strengthened at
the cost of a larger geometric deformation energy DEprep.
Thus, although the hydrogen-bond strength DE in, for exam-
ple, G(NH�)8C (DE = �22.70 kcalmol�1) is slightly weaker
than that in G(NH2)8C (DE = �23.96 kcalmol�1), the actual
interaction DEint between the deformed DNA bases is, in
fact, stronger in the former (DEint = �33.02 kcalmol�1)
than in the latter (DEint = �30.38 kcalmol�1). In this partic-
ular example, that is, in G(NH�)8C, the orbital interactions
DEoi contribute to 47.1% of all bonding forces. The largest
percentage-wise contribution of orbital interactions is ach-
ieved in GC(OHþ

2 )6, namely 49.4%.
Force-field approaches that are based on simple pair addi-

tive potentials may perform quite satisfactorily over wide
ranges of various DNA base pairs, as long as the orbital-in-
teraction term adopts a more or less constant proportion rel-
ative to the electrostatic attraction term. Under such circum-
stances, the effect of orbital interactions can be implicitly
described through other terms, in particular, electrostatic
terms. Indeed, we have previously found that neutral DNA
base pairs (Watson–Crick pairs, mismatches, artificial
mimics) usually show an orbital-interaction component of
approximately 40% and electrostatic attraction of approxi-
mately 60% of all bonding forces.[2] This is also in line with
the observation by Sponer et al. that the Cornell et al. force
field performs well for various neutral DNA base pairs.[3k]

However, if large fluctuations in the relative proportions of
orbital and electrostatic interactions occur (for example,
from about 40:60 to 50:50%, as in the present series of
model systems), one may envisage problems with such force
fields.

Solvation effects on the supramolecular switch : The above is
a proof of the principle that chemically controlled supra-
molecular switches can be constructed on the basis of a
DNA base pair, GC. Of course, any experimental imple-
mentation of this finding will be associated with many (un-
foreseen) practical problems. Although such an experimen-
tal implementation is beyond the scope of this study, we
wish to address one major issue, namely, the question
whether the effects observed here, computationally, in the
gas phase persist under more realistic condensed-phase con-
ditions (for the importance of solvent effects, see for exam-
ple, ref. [16]). To this end, we have made an attempt to sim-
ulate the main features of a G(OH)8C pair being built-in into
a DNA sequence under physiological conditions. Under
these conditions, the first solvation shell occurs at those po-
sitions that are exposed to the solvent: the minor groove
and the major groove; an essential position for solvation is
the �OH substituent at guanine C8 that, along the O series,
changes from �O� via �OH to �OH2

+ . We have included
this first solvation shell into our simulation by microsolvat-
ing the GX8C switch with seven water molecules, as shown
for the neutral G(OH)8C system in Figure 5.

Three water molecules bind to the �OH substituent in
G(OH)8C (and to the �O� and �OH2

+ substituents in G(O�)8C
and G(OHþ

2 )8C, not graphically shown in Figure 5), two bind
near the O6�N4 hydrogen bond at the major groove, and
two bind near the N2�O2 hydrogen bond at the minor
groove. The discrete nature of the solvent molecules is fully
conserved.

Figure 5. Hydrogen-bond distances (in O) in microsolvated GX8C pairs
(gas-phase values in parentheses). The illustration shows G(OH)8C·7H2O.
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Next, we examine the geometry of the microsolvated GC
pair as we proceed along G(O��)8C·7H2O, G(OH)8C·7H2O and
G(OHþ

2 )8C·7H2O. The O6�N4, N1�N3, and N2�O2 hydrogen-
bond distances are displayed below the illustration in
Figure 5. Note that, for comparison, the gas-phase values
are also shown in parentheses. The main difference with re-
spect to the gas-phase values is that the three Watson–Crick
bonds are roughly up to one tenth of an angstrom longer in
the microsolvated systems. Strikingly, however, the switching
is fully conserved under microsolvation conditions. Along
G(O�)8C·7H2O, G(OH)8C·7H2O, and G(OHþ

2 )8C·7H2O, the O6�
N4 bond expands from 2.67 to 2.79 to 2.86 O, the N1�N3
bond only slightly contracts from 2.99 to 2.95 to 2.92 O, and
the N2�O2 bond contracts from 3.09 to 2.93 to 2.85 O (see
Figure 5). Thus, the changes in the O6�N4, N1�N3, and
N2�O2 hydrogen-bond distances, from anionic to cationic
DNA base pair, are almost as large under microsolvation
conditions (i.e., +0.19, �0.07, �0.24 O, respectively) as in
the pure gas phase (i.e., +0.26, �0.07, �0.28 O, respective-
ly). These results suggest that the switching persists in the
condensed phase and that supramolecular switches based on
DNA base pairs are likely a feasible target in experimental
studies.

Conclusions

Our DFT computations show that it is possible to build a
supramolecular switch, based on the DNA base pair GC,
that can be chemically switched between three states that
differ in hydrogen-bond strength (weak, intermediate,
strong) and geometrical shape (e.g., GC bending in-plane
“up”, “not”, and “down”). The chemical switching involves
deprotonation or protonation of hydroxy and amino sub-
stituents at guanine C8 and cytosine C6. This behavior has
been shown to persist under microsolvation conditions.

The substituent effects can be understood in terms of how
they modify the electronic structure of the DNA bases and
thus the electrostatic and donor–acceptor orbital interac-
tions that provide Watson–Crick hydrogen bonding. Intro-
ducing a neutral substituent (OH or NH2) has relatively
small effects. A charged substituent, on the other hand,
leads to substantial and characteristic changes in hydrogen-
bond lengths, strengths, and bonding mechanism: an anionic
substituent (O� , NH�) reduces hydrogen-bond-donating and
increases the hydrogen-bond-accepting capabilities of a
DNA base (amongst others, by pushing up all orbital ener-
gies), and vice versa for a cationic substituent (OH2

+ ,
NH3

+).
The orbital-interaction component in some of these hy-

drogen bonds is found to contribute to more than 49% of
the attractive interactions and is thus virtually equal in mag-
nitude as the electrostatic component, which provides the
other somewhat less than 51% of the attraction. Interesting-
ly, such increased covalent character occurs in modified GC
base pairs that are less stable than natural (unsubstituted)
GC. This contradicts the textbook knowledge[1b,c] that

weaker hydrogen bonds have less covalent character than
stronger ones.
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